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Introduction

Motivation:
- Climate risks management has become of prominent importance in the agenda of the EU;

- Having information about the public awareness concerning climate risks is instrumental to the
decision maker (e.g. Eurobarometer Surveys).

- Online Social Media offer an interesting, although approximate, perspective on public opinion.
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decision maker (e.g. Eurobarometer Surveys).

- Online Social Media offer an interesting, although approximate, perspective on public opinion.

Our Project:

- We aim at providing a set of measures of climate risk awareness based on Social Media
interaction data together with uncertainty quantification;

- We would like to leverage on our experience on dynamic Latent Space models which allow to
extract a dynamic set of latent features from network data.



About Latent Space models...

Latent Space (LS) models are generative models for networks in which:
- the edge-specific weights are treated as random variables;

- the value of the weights depends on node-specific d-dimensional latent factors (latent
coordinates);

- the higher the similarity of two nodes in terms of latent factors the higher the edge weight.
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Latent Space (LS) models are generative models for networks in which:
- the edge-specific weights are treated as random variables;

- the value of the weights depends on node-specific d-dimensional latent factors (latent
coordinates);

- the higher the similarity of two nodes in terms of latent factors the higher the edge weight.

LS models project the nodes of a network onto a d-dimensional latent space and the relative
location of the nodes on this space reveals interesting characteristics of the whole network.

This family of models has been introduced by Hoff, Raftery, and Handcock, 2002 and finds
application in several fields: e.g. political science (Barbera, 2015; Park and Sohn, 2020; Yu and
Rodriguez, 2021), finance (Linardi et al., 2020; Casarin and Peruzzi, 2024), and neuroscience
(Durante, Dunson, and Vogelstein, 2017; Wilson, Cranmer, and Lu, 2020).
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Dynamic Latent Space models

Let G: = (V,E;, Yi) fort =1,..., T be a weighted temporal network where V C N denotes the vertex
set, E; C V x V denotes the edge set, and Y; is a N x N weighted adjacency matrix.

The LS model assumes:
Vit ~ f(yslgmie), ),
fori,j=1,...,N,i# jwith parameters g(n;;) and k.

The parameter g(n;;) is driven by node-specific dynamic latent features:

Nije = e — [1Xie — Xgell,

where ||x — y|| is a distance between the d-dimensional node-specific set of coordinates x;; for
i=1,...,N.

Dynamic component:
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Let G: = (V,E;, Yi) fort =1,..., T be a weighted temporal network where V C N denotes the vertex
set, E; C V x V denotes the edge set, and Y; is a N x N weighted adjacency matrix.

The LS model assumes:
Vit ~ f(yslgmie), ),
fori,j=1,...,N,i# jwith parameters g(n;;) and k.

The parameter g(n;;) is driven by node-specific dynamic latent features:

Niit = ke — [Xie — Xl
where ||x — y|| is a distance between the d-dimensional node-specific set of coordinates x;; for
i=1,...,N.
Dynamic component:
Markov Switching:

Time independence: Random Walk: N0, 02)
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Estimation

For LS models, the joint posterior distribution is not tractable. It is common practice to use
Metropolis-within-Gibbs to approximate the posterior distribution.

For a simple time independent LS model, a systematic Gibbs sampling algorithm (GS) iterates the
following steps for each hand t:
- Draw uﬁm from 7t(w|...) via Metropolis-Hastings (MH);

- Draw x\” from rt(x4|...) i = 1,..., N and via Adaptive MH (AMH).



Estimation

For LS models, the joint posterior distribution is not tractable. It is common practice to use
Metropolis-within-Gibbs to approximate the posterior distribution.

For a simple time independent LS model, a systematic Gibbs sampling algorithm (GS) iterates the
following steps for each hand t:

- Draw uﬁm from 7t(w|...) via Metropolis-Hastings (MH);

- Draw x\” from rt(x4|...) i = 1,..., N and via Adaptive MH (AMH).

Identification Issues:
- The latent coordinates are identified up to translation, rotation and reflection;

- These issues are solved with a combination of on-the-fly re-centering, }_; i« = 0 for each d,
and post-processing (Procrustes transformation).



The Raw Data

Facebook data gathered by (Schmidt et al., 2018):

- on National and Local news outlets from:
- France (65 outlets);

- Germany (49);

- ltaly (54);
- Spain (47).

- Time lapse: Jan-2015 - Dec-2016;
- Data include: Posts, Likes, Comments and Shares;

- Users anonymized IDs and interactions with news outlets.

Country  Pages Posts Comments  Commenters Likes Likers

France 65 1,008,018 47,225,675 5,755,268 419,371,366 21,647,888
Germany 49 749,805 31,881,407 5,338,195 183,599,003 14,367,445
Italy 54 1,554,817 51,515,121 4,086,351 409, 243,176 14,012, 658
Spain 57 1,372,805 34,336,356 6,494,725 333,698,985 32,812,007




Climate-related News Dataset

Pipeline:
- Posts filtering according to Climate-related keywords;
- Keywords related to: zero emissions, carbon neutrality, greenhouse effect, floods, deforestation,
wildfires, CO2 emissions, COP21, climate change.
- Creation of Bipartite networks of interaction Users-News Outlets;
- Creation of Bipartite projection networks:

- News outlet - News outlet;
- User - User.

3)

Facebook

1.noq post time likes
comments, v/

2.no4 post, time likes
comments,

3.0, post, time likes

comments, v/
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Climate-related News Dataset - Italy

Resulting Dataset

- Number of Posts: 3,399, 0.22% of total posts;

- Number of News Outlets involved: 54;

- Unique likers: 309,715, 2.2% of total unique likers.

Avg. Number of Likes Over Time

Number of Posts Over Time
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News Outlet Projection Network - Italy
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News Outlet Latent Space - Italy
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News Outlet Temporal Network - Italy - National News Outlets
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News Outlet Latent Space Intercept - Italy - National News Outlets
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News Outlet Latent Space - Italy
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Users Projection Network - Italy
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What as been done and further steps

What has been done:
- We constructed a dataset of Climate-related news on Facebook based on a set of keywords;

- We obtained a set of time-varying networks of climate-related news interaction based on
bipartite projections;

- We provided a static and dynamic latent space representation of the network of news outlets
and we provided a static latent space representation on the network of users.

What to do:
- Improve posts selection and look for more recent data (maybe use bluesky API?);
- Devise a suitable dynamic specification for the LS model based on the problem at hand;

- Devise and validate the set of climate risk awareness measures based on the LS estimation
output.



Thank you for your time!

antonio.peruzzi@unive.it
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